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Abstract. Despite their remarkable performance compared to U-Net-
based text-to-image (T2I) models, Diffusion Transformer (DiT)-based
T2I models incur substantial inference costs due to their large model size
and computational requirements. While recent efforts in layer pruning for
large language models (LLMs) have found redundancy in Transformers,
attempts to prune DiT models have not yet been explored. In this work,
we propose a simple layer-pruning method specifically for DiT-based T2I
models. Unlike pruning methods for LLMs that identify unimportant
layers based on the similarity across layers or between input/output fea-
tures of each layer, our approach prunes layers using a direct quality
metric based on human preference scores, which more precisely reflects
the overall generated image quality. In experiments using the Pixart-Σ
model, our method outperforms similarity-based methods across different
pruning ratios. Additionally, we find that fine-tuning with a knowledge
distillation objective can further restore performance.
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1 Introduction

Recent diffusion transformer (DiT)-based text-to-image (T2I) synthesis mod-
els [3–6] have demonstrated superior generation quality compared to conven-
tional U-Net-based models. However, this improvement comes at the cost of
significantly increased computational requirements and larger model sizes, lead-
ing to substantial inference costs for high-resolution image generation. Several
attempts [1,7,12,14–16,23] to prune large language models (LLMs) using Trans-
formers [19] have been proposed very recently, while pruning for DiT-based T2I
models has not yet been explored.

It is crucial to determine the importance of each layer during the pruning
process. In recent LLM literature, relative magnitude [16], angular distance [7],
and cosine similarity [15] are used to measure the similarity across layers or
between the input and output of each layer. The underlying assumption is that
if the similarity between features is high, the layer can be considered unimportant
and thus be removed. However, these similarity-based metrics may not guarantee
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Fig. 1: Performance of removing a single
layer.

✂

Pruning ra)o: 52%

Fig. 2: Pruning order by Block Impor-
tance Score based on Human Preference.

the final generation quality because solely comparing features between the input
and output of individual layers does not reflect the overall visual quality in the
T2I domain.

To address these challenges, this work empirically studies a simple layer-
pruning strategy specifically suited for DiT-based T2I models. We define the
block importance score (BIS) using a more direct quality metric, Human Prefer-
ence Score (HPS) [20, 21], which reflects the actual visual quality. We compute
the BIS for each layer by removing a single layer and evaluating the model’s per-
formance with that layer removed using HPSv2 [20]. In this manner, we obtain a
pruning order list by BIS for the DiT model and perform layer pruning in ascend-
ing order of BIS. For experiments, we analyze the redundancy in Pixart-Σ [3] as
a DiT-based T2I model and find that our method maintains 85% performance
while reducing approximately 52% of model parameters and computation, out-
performing other similarity-based methods. We can summarize two key lessons
in this study as follows:

– For identifying redundant layers in DiT-based T2I models, a direct quality
metric based on human preference is superior to similarity-based metrics.

– For healing the pruned DiT model, fine-tuning with knowledge distillation
is more effective.

2 DiT-Pruner
In this work, we use Pixart-Σ [3] as our baseline Diffusion Transformer archi-
tecture for text-to-image synthesis. We measure block importance scores using
a direct quality metric, the human preference score (HPS) [20, 21], which
is learned to evaluate generation quality based on a human preference dataset.
To this end, we investigate the block influence in the DiT architecture by re-
moving a single block, generating images with the model, and evaluating the
generated images using HPSv2 [20]. Specifically, we obtain the block importance
score (BISi) of the i-th block in Pixart-Σ by calculating hpso−hpsi

hpso
on the test

set (3.2K samples) of the HPSv2 dataset [20], where hpso and hpsi are the mean
scores of HPSv2 for the original Pixart-Σ and Pixart-Σ with the i-th block re-
moved, respectively. This indicates how much the performance deteriorates when
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one block is removed compared to the original model. For example, if hpsi is low,
it signifies that the i-th block has a significant impact on performance, indicat-
ing its high importance. In this manner, we perform single-layer removal for all
blocks (e.g ., 28 blocks) in Pixart-Σ and then obtain the block importance scores
as shown in Fig. 1. We then derive the final pruning order based on BIS, as
shown in Fig. 2. Using this pruning order, we can prune Pixart-Σ in ascending
order of scores according to the required compression ratio.

Interestingly, we observe in Fig. 1 that some blocks in the middle groups (e.g .,
4th to 25th blocks) show minimal performance drop, while the very early and
last blocks (e.g ., 0, 1, 2, 3, 26, 27) exhibit drastic performance degradation. This
result is also observed qualitatively when we generate an image with the single-
block removal experiments in Figs. 6 to 8. A similar phenomenon has also been
observed in LLM literature [7, 15,23].

3 Experimental Results

Implementation details. By using the official code and pre-trained weights of
Pixart-Σ [3], we conduct experiments. We use the Pixart-Σ-256px model for all
experiments. For fine-tuning, we train models on the LAION-POP dataset [17]
for 50 epochs. More training details are described in Appendix A. For evaluation,
we use the Human Preference Score v2 (HPSv2) [20] as a visual aesthetics metric
instead of the FID [8] because recent works [2, 9, 21] have claimed that the FID
score does not correlate well with visual quality in text-to-image synthesis tasks.
Comparison of healing methods. We evaluate the performance degradation
of the DiT architecture after pruning under three scenarios: without any healing,
with supervised fine-tuning (FT), and with both FT and a knowledge distilla-
tion (KD) objective for healing, as shown in Fig. 3. For the KD objective, we
follow the self-attention-based KD training recipe described in [10]. As shown
in Fig. 3, the case without healing shows a drastic performance drop after prun-
ing six blocks (depth=22) with a pruning ratio of 20.8%. Contrary to findings
in LLM literature [7, 15] that show sharp accuracy drops at pruning fractions
around 30%-40% in LLaMA-2 models [18], our T2I model does not exhibit a
flat performance region. We speculate that since Pixart-Σ has fewer layers (e.g .,
28) compared to LLaMA-2 models (e.g ., 32, 40, and 80), the importance of each
layer is greater in Pixart-Σ, leading to a more significant performance drop at
lower pruning ratios. Interestingly, FT restores the damaged performance, and
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Table 1: Peformance comparison with different block importance metrics.
All models are trained with supervised fine-tuning and knowledge-distillation objec-
tives.

BIS measure pruning ratio anime photo painting concept-art HPSv2 (mean)

Dense (Pixart-Σ [3]) - 30.72 27.58 28.55 29.06 28.98
Cos similarity [15] 52.19% 24.15 22.79 23.01 23.58 23.38
Relative magnitude [16] 52.19% 25.43 23.59 24.03 24.27 24.33
Ours (HPS) 52.19% 25.88 23.86 24.47 24.88 24.77
Cos similarity [15] 31.31% 26.91 24.49 25.2 25.56 25.54
Relative magnitude [16] 31.31% 27.56 25.40 25.60 25.96 26.13
Ours (HPS) 31.31% 28.32 25.65 26.72 26.85 26.88

KD enables further improvement. From these results, we can infer that pruned
T2I models (damaged) need “healing” starting from lower pruning ratios and
that combining KD with FT is an essential solution for healing.
Comparison of block importance metrics. We compare our direct quality
metric based on Human Preference Score (HPS) for block important score with
other similarity-based metrics, cosine similarity [15] and relative magnitude [16]
used in LLM-pruning. For this comparison, we also obtain block important scores
by computing cosine similarity as [15] and relative magnitude as [11] between the
input and output features of each layer. In Fig. 5, we visualize the pruning orders
by different metrics. Fig. 4 shows performance comparison at different pruning
ratios, and these results are trained by supervised fine-tuning (FT). We can
observe that our method using the direct quality metric based on HPS shows
better performance across pruning ratios. In addition, when trained with su-
pervised fine-tuning and knowledge-distillation objectives together, our method
consistently outperforms other metrics with the different pruning ratio models
in Tab. 1. These results suggest that using a direct quality metric based on hu-
man preference, which reflects the final image generation quality, is essential for
more sensitive T2I models compared to the feature similarity metrics used in
LLM pruning [7, 15,16].

4 Conclusion and Future works
In this work, we empirically studied a simple layer pruning method for the DiT-
based T2I model, finding that the direct generation quality metric based on
human preference score is essential for identifying redundant layers. However,
there is still room for further exploration in pruning large-scale DiT-based T2I
models. For future work, we aim to apply our pruning method to state-of-the-art
DiT models such as SD3 [5] and Lumina-T2X [6] to evaluate its effectiveness.
Additionally, while our approach focuses on block-level pruning, it can be further
explored for fine-grained layer pruning [12,23] within transformer blocks, taking
into account the distinct roles of self-attention and MLP components. Further-
more, inspired by techniques [1,14,22] in LLM literature, we plan to investigate
width-level pruning alongside layer-level pruning (depth).
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Appendix

A Implementation details

For finetuning (FT) or FT with knowledge distillation (KD) training objectives, following the original
Pixart-Σ training recipe [3], we train models for 50 epochs on a subset (491,567 samples) of LAION-
POP dataset4 [17] with CAME optimizer [13], a batch size of 128 and a learning rate of 2e-5. For
rapid verification, we train models for only 50 epochs, so we can expect that the longer training
epochs may further improve performance. For KD, we use Pixart-Σ as a teacher model and follow
the self-attention-based distillation strategy as in [10]. For inference, we use the same sampler in
Pixart-Σ with 20 denoising steps.
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Fig. 5: Comparison for Block Importance score metrics.

4 https://huggingface.co/datasets/Ejafa/ye-pop

https://huggingface.co/datasets/Ejafa/ye-pop
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“A small cactus with a happy face in the Sahara desert.”

Fig. 6: Generated images after removing each block with Pixart-Σ-1024px [3]

“A small cactus with a happy face in the Sahara desert.”

Fig. 7: Generated images after removing each block with Pixart-Σ-512px [3]
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“A small cactus with a happy face in the Sahara desert.”

Fig. 8: Generated images after removing each block with Pixart-Σ-256px [3]
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